
 

 

 

 
       

 
   

 
 
1   Introduction 
As a unique performing art form, the highly 
condensed movement language and rich 
performance elements of opera have unique 
advantages for expressing characters' character, 
emotions, and thoughts. Through physical 
movements, facial expressions, voice intonation, 
and other means, opera actors vividly reproduce the 
inner world of dramatic characters, bringing the 
audience both visual and auditory experiences, [1]. 
At the same time, the art of opera is also an 
important part of the excellent traditional Chinese 
culture, and its unique cultural connotation and 
artistic value not only reflect the aesthetic pursuit of 
the Chinese people but also show the epitome of 
China's long history and profound culture, [2]. 
Therefore, the study of opera art not only helps to 
better inherit and develop this precious cultural 
heritage but also provides useful reference for other 
related fields. 

With the continuous progress of computer 
vision technology, it has become possible to 
automate the analysis and understanding of opera 
performances using machine learning and other 
methods. As an important application of computer 
vision in the field of opera, opera character 

movement recognition can help us better understand 
and analyze the performance skills of opera actors, 
and provide new ideas for the inheritance and 
innovation of opera art. For example, through the 
automated analysis of opera movements, we can 
extract the characteristic movements of different 
schools and factions, which can provide references 
for the training of succeeding actors; at the same 
time, based on the feedback of movement 
recognition, it can also assist the choreographer in 
designing more vivid and interesting drama plots 
and movement designs, [3]. The current research 
work mainly focuses on action capture, action 
description, and action recognition, [4]. However, 
due to the complexity and diversity of the theatre 
movements themselves, the existing methods still 
have greater challenges in terms of accuracy and 
robustness, [5]. Therefore, how to design more 
robust and versatile action recognition algorithms 
while constructing high-quality opera action 
datasets remains a key issue to be solved. 

As one of the important genres of Beijing opera, 
Danju opera has certain characteristics in its 
characterization and action performance. Dan's 
character often highlights his personality through 
exaggerated body movements and expressions, [6]. 
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These distinctive opera actions are a big challenge 
to the traditional action recognition methods based 
on manual design features. The method based on 
deep learning ST-GCN network and a multi person 
pose estimation algorithm OpenPose is better at 
capturing these complex and diverse movement 
characteristics, and can more accurately identify the 
movements of the characters in Danju opera. On the 
one hand, the automatic action recognition 
technology based on deep learning can help record 
and analyze a large number of opera action data, and 
provide data support for the systematic research of 
opera art; On the other hand, this technology can 
also be applied to opera teaching and training, 
providing intelligent auxiliary means for the 
inheritance of opera art. In general, the value of in-
depth learning in the protection and inheritance of 
traditional Chinese opera is multifaceted, which is 
worth our continued exploration and exploration. 

 
 

2 Deep Learning-based Action 

 Recognition Algorithm for Opera 

 Characters 
 

2.1 Algorithm Overall Framework Design 
ST-GCN is a deep learning model for character 
action recognition in opera. The model adopts a 
network structure of spatio-temporal graph 
convolution, which can effectively capture the 
temporal and spatial features in character action 
sequences. The input of the network is the character 
action sequence and the output is the corresponding 
action category, [7]. The overall processing flow of 
ST-GCN is shown in Figure 1 (Appendix), where 
the input video is extracted using a pose estimation 
algorithm to obtain the skeleton sequence of the 
action, and then a graph-structured representation of 
the human body motion information is constructed 
based on the skeleton sequence information. Given 
the coordinates of the joints of the human body, they 
are connected as inputs to the ST-GCN network, 
which automatically extracts spatiotemporal features 
using multiple graph convolution modules, each 
consisting of a GCN and a TCN, and, finally, 
obtains the results of the action classification using a 
SoftMax classifier. 
 
2.1.1 Structure of Skeleton 

First, we need to determine the nodes and edges of 
the graph. Taking human motion recognition as an 
example, nodes are usually human joint points, such 
as the wrist, elbow, shoulder, etc. The edge 
determines the connection relationship between 

joint points according to the human bone structure. 
These connections can be represented by an 
adjacency matrix. According to the given rules, the 
human skeleton space-time sequence is connected 
into a space-time map 𝐺 = (𝑉, 𝐸) . Where V 
represents the set of joint points in the spatio-
temporal map, including the set of natural joint 
points of the human body in each frame, as well as 
the set of the same node in consecutive frames, 
marked 𝑉 = {𝑉𝑡𝑖|𝑡 = 1, . . . , 𝑇, 𝑖 = 1, . . . , 𝑁} . N 
represents the number of human joint points on a 
frame, T represents the number of frames of 
continuous video, and represents the ith node on the 
T frame; In the spatio-temporal graph, E represents 
the set of edges, which is composed of two subsets 
of spatial edges and temporal edges: the first part is 
the edge connected by human joints in each frame, 
representing the physical connection of joint points, 
which is recorded as𝐸𝑠 = {𝑣𝑡𝑖𝑣𝑡𝑗|(𝑖, 𝑗) ∈ 𝐻}, where 
H is a group of naturally connected human joints, 
and the second part is the edge connected by the 
same node in the frame, which is recorded as𝐸𝐹 =

{𝑣𝑡𝑖𝑣(𝑡+𝑖)𝑖}. The eigenvector of the ith node on the 
T frame is represented by𝐹(𝑣𝑡𝑖), which represents 
the first-order information, that is, the coordinate 
position and confidence of the relevant node. 
 
2.1.2 Spatial Map Construction 

After determining the spatial map, it is necessary to 
integrate the time series data. Suppose we have a 
video sequence, and each frame has the 
corresponding position information of human joint 
points. These frames are arranged in time order to 
form the time dimension of the spatio-temporal 
map. For example, a dataset containing 10 frames of 
human motion video with 20 joint points per frame 
can build a spatio-temporal map, in which the 
spatial dimension is 20 joint points and the time 
dimension is 10 frames. For the center node 𝑣𝑡𝑖 and 
its neighbor node 𝑣𝑡𝑗  in a frame T, the weight 
matrix W is introduced to realize the shared linear 
transformation of nodes, so as to obtain higher 
dimensional features, as shown in Equation (1). 

 
𝑧𝑡𝑖 = 𝑊𝑓𝑖𝑛(𝑣𝑡𝑖)
𝑧𝑡𝑗 = 𝑊𝑓𝑖𝑛(𝑣𝑡𝑗)

               (1) 

where 𝑓𝑖𝑛(𝑣𝑡𝑖) ∈ 𝑅𝐶  and 𝑓𝑖𝑛(𝑣𝑡𝑗) ∈ 𝑅𝐶  represent 
the input eigenvectors of node 𝑣𝑡𝑖  and node 𝑣𝑡𝑗 
respectively, and then the two vectors in the above 
formula are spliced to obtain a new dimension 
vector, as shown in Equation (2). 
𝑎𝑡𝑖𝑗 = 𝐿𝑒𝑎𝑘𝑦Re𝐿𝑈(𝑎⃗𝑇[𝑧𝑡𝑖||𝑧𝑡𝑗]), 𝑗 ∈ 𝐵(𝑣𝑖𝑡) (2) 

where 𝑒𝑡𝑖𝑗  represents the importance of node j to 
node i in frame T, a represents a single-layer 
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feedforward neural network, and finally uses a 
leakyrelu activation function. 

Finally, the input data is normalized to ensure 
that the value range of the data is within the same 
range. Convert their attention values into attention 
weight coefficients through softmax, as shown in 
Equation (3). 

𝑎𝑡𝑖𝑗 =
exp(𝐿𝑒𝑎𝑘𝑦Re𝐿𝑈(𝑎⃗⃗𝑇[𝑧𝑡𝑖||𝑧𝑡𝑗]))

∑ exp(𝐿𝑒𝑎𝑘𝑦Re𝐿𝑈(𝑎⃗⃗𝑇[𝑧𝑡𝑖||𝑧𝑡𝑘]))
𝑘∈𝐵(𝑣𝑡𝑖)

      (3) 

 
2.2 Data Acquisition and Pre-Processing 
The core of the algorithm lies in the training of an 
effective deep-learning model, which relies on a 
large amount of high-quality training data. The 
OpenPose multi-person pose estimation algorithm, 
first utilizes the CPM method to detect the location 
of the body's key points, [8]. The detection results 
are derived by predicting a heat map of all human 
body key points, which enables the detection of a 
Gaussian peak at each human body key point, which 
is predicted to be a particular body key point by a 
representative network. Similarly, the same results 
can be performed for all other key points to obtain 
detection conclusions. Once the detection results are 
obtained, additional detection results for key points 
can be connected. The entire OpenPose process is 
roughly depicted in Figure 2 as follows: firstly, a 
normal image is input, and the parsed results can be 
obtained by two side-by-side branches: the part 
confidence map and the part association field, after 
which the key points are matched with each other by 
two-part graph matching. 
 

 
Fig. 2: OpenPose flowchart 
 

OpenPose network structure can predict key 
points and partial affinity fields at the same time. 
The network structure is shown in Figure 3 
(Appendix). First, the system uses the first ten layers 
of VGG19 to obtain the features of the picture and 
gets the feature map of the RGB image, marked as 
F, [9]. As the input of the network, the whole 
network is composed of multiple stages. For each 
stage, there are two branches, one of which can get 
the confidence set of key points, that is, branch 1 in 
the graph. Finally, the confidence graph set S, 
S=(S1, S2,..., Sj) is obtained, which represents the set 
of J key points of the human body, where SJ 
represents the probability of the jth part of the 
human body in the picture of h' × w'; The other 
branch predicts the connection between the key 
points, that is, Branch 2 in the figure, and finally 
gets a partial affinity field set L, L=(L1, L2,..., LC) 
representing the C vector fields of the human body, 
that is, the logarithm of the C joints of the human 
body, where LC is the combined representation of 
the position and direction in an h' × w' × 2 picture. 
 

2.2.1 Loss function 

The initial stage of this network uses features from 
the first 10 layers of VGG as input data [10]. 
Subsequent stages then use the features F and the 
outputs St and Lt from the previous stage as input 
data, as shown in Equation (4). 

 𝑆𝑡 = 𝜌𝑡(𝐹, 𝑆𝑡−1, 𝐿𝑡−1), ∀𝑡 ≥ 2

𝐿𝑡 = 𝜑𝑡(𝐹, 𝑆𝑡−1, 𝐿𝑡−1), ∀𝑡 ≥ 2
 (4) 

where ρ and φ denote the CNN network at stage t. In 
this network architecture, the L2 loss function is 
used as the optimization dependency for each 
branch. By iteratively optimizing the loss function, 
it can be ensured that the whole network eventually 
converges to a steady state, as in Equation (5):  

 
𝑓𝑠

𝑡 = ∑ ∑ 𝑊(𝑝). ||𝑆𝑗
𝑡

𝑝

𝐽

𝑗=1

(𝑝) − 𝑆𝑗
∗(𝑝)||2

2

𝑓𝐿
𝑡 = ∑ ∑ 𝑊(𝑝). ||𝐿𝑐

𝑡
𝑝

𝐶

𝑐=1
(𝑝) − 𝐿𝑐

∗ (𝑝)||2
2

 

(5) 
 
In this body part detection model, 𝑆𝑗

∗represents 
the actual confidence map of the joints and 𝐿𝑐

∗  
represents the real labeled body part affinity map. 
The binary mask W(p) = 0 for pixels with missing 
labeled information p. To obtain the final loss 
function for the whole network, the loss values of 
each stage need to be summed up as shown in 
Equation (6): 
 𝑓 = ∑ (𝑓𝑠

𝑡𝑇

𝑡=1
+ 𝑓𝐿

𝑡) (6) 
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2.2.2 Limb Part Affinity Fields 

OpenPose uses joint confidence maps to detect 
human skeletal keypoints [11]. Given the location of 
a key point, generate a formula through Gaussian 
diffusion to represent the confidence map of the j 
key point of the k person. 

The loss function of the whole network is 
obtained by summing the losses of each stage of the 
network as shown in Equation (7): 

 𝑆𝑗,𝑘
∗ (𝑝) = exp(−

||𝑝−𝑥𝑗,𝑘||2
2

𝜎2
      (7) 

where p is the pixel coordinate, xj,k is the j site 
keypoint location for the kth person, and σ controls 
the spread of the peak. In the above equation, the 
closer p is to x the larger the value of S becomes. 
Ultimately, the highest confidence level of the score 
is obtained by taking the maximum value. As shown 
in Equation (8): 

 𝑆𝑗
∗(𝑝) = max

𝑘
𝑆𝑗,𝑘

∗ (𝑝)               (8) 
 
For the detected body region points, how to 

connect them into a complete body form without 
knowing how many there are is a key challenge. To 
solve this problem, OpenPose proposes the concept 
of Part Affinity Fields (PAF) for human body. This 
method not only retains the position information but 
also contains the orientation information in the 
candidate region. The specific formula is as follows: 
if any point p is located on the limb c of the k 
person, the value of 𝐿𝑐,𝑘

∗ (𝑝) is v; if p is not on that 
limb, the value is 0. See Equation (9). 

 𝐿𝑐,𝑘
∗ (𝑝) = {

𝑣, 𝑖𝑓 𝑝 𝑜𝑛 𝑙𝑖𝑚𝑏 𝑐, 𝑘
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (9) 

where v is the unit vector from site j1 to site j2 of the 
person, and the formula expression for v is given in 
Equation (10):  

 𝑣 =
(𝑥𝑗2,𝑘−𝑥𝑗1,𝑘)

||𝑥𝑗2,𝑘−𝑥𝑗1,𝑘||2
             (10) 

 
The basis for determining whether p is on the 

limb is that the positions from point p to key points 
j1 and j2 are within a certain threshold. The 
following formula needs to be satisfied to ensure 
that point p is on the limb, as shown in Equation 
(11). 

 
2,1,2,

,1,,1

||||                   

|).(| and )(.0

kjkjkc

lkjkckj

xxl

xpvlxpv



  
 

(11) 
 
Among them, v⊥ represents the unit vector of v 

in the vertical direction. Lc,k is the pixel length of 
limb c, and σ1 is the pixel width of limb c. Finally, 
merge all people's parts into one image, take the 
average vector of k people at point p, and finally 

obtain the keypoint affinity field of limb c, as shown 
in Equation (12). 
 L𝑐

∗(𝑝) =
1

𝑛𝑐(𝑝)
∑ 𝐿𝑐,𝑘

∗ (𝑝)
𝐾

 (12) 
Among them, nc(p) represents the non-zero 

vector number of all k individuals at point p. 
 

2.3 Construction of Dan Opera Homemade 

 Dataset  
Because there are many kinds of Dan opera 
movements, but all kinds of movements are 
basically composed of basic standard movements, 
and these basic movements are crucial for Dan 
opera movement recognition, so this paper collects 
more than 200 videos of Jiangsu Dan opera 
performances from different theatres, covering more 
than 30 common movement categories, such as 
lifting the leg up high, turning around, kneeling 
down, and dancing the sleeve robe, and so on. 
Through manual annotation, a dataset containing 
more than 80,000 action clips was constructed. A 
solid data base was provided for subsequent 
algorithm training and evaluation. 

In the data preprocessing process, the video size 
of the Dan drama dataset is adjusted to a resolution 
of 340×256, the video frequency is set to 30FPS, 
and then the OpenPose algorithm is used to obtain 
18 joint points on each frame, [12]. A two-
dimensional coordinate and each joint point 
confidence are obtained, and then the human 
skeleton key point coordinates and the confidence of 
each key point is saved as a json file, which 
corresponds to the format used for graph 
convolutional networks. By analyzing the canonical 
formats of the Kinetics dataset and NTU-RGB+D 
dataset. 

 
2.4 Feature Extraction and Action 

 Classification 
With a well-trained deep learning model in place, it 
can be utilized to perform feature extraction and 
action classification on new action sequence data. 
Specifically, the input action sequence data is fed 
into the model's forward computation process, from 
which high-level semantic features are extracted. 
These features can well describe the spatio-temporal 
characteristics of the actions, such as the amplitude, 
speed, and rhythm of the actions. Immediately after 
that, these features are fed into the final fully 
connected layer of the model, and the probability 
distributions of various types of actions are output 
using the softmax function, [13]. Figure 4 shows the 
construction process of the dan drama dataset, firstly 
after OpenPose extracts the key point information of 
each frame of the human body, then according to the 
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data specification format defined by Algorithm 1, 
the json file obtained by OpenPose is redefined into 
the canonical json file shown in Algorithm 1 
according to the prescribed format, which can be 
converted into the input format of the 
spatiotemporal graphic convolutional neural 
network. By comparing these probability values, the 
final action category prediction results can be 
obtained. 
 

 
Fig. 4: Flow of classification of Dan opera actions 

 
 

3  Analysis of Experimental Results 
As shown in Table 1, in order to determine the 
influence of the number of heads on the effect of the 
model in multi-head attention, this experiment used 
ST-GCN as the baseline to compare and verify the 
best number of heads. This group of experiments 
was carried out on an NTU-RGB+D data set, using 
two different classification standards of X-Sub and 
X-View. X-Sub indicates that the training set and 
test set are from different people, and X-View 
indicates that the training set and test set are from 
different camera perspectives. K is used to represent 
the number of heads in multi-head attention. The 
minimum value of K is 1 and the maximum value is 

8. This group of experiments only verified the 
effectiveness of ST-GCN. 
 

Table 1. Header validation of st-gcn 
Method X-Sub(%) X-View(%) 

ST-GCN(K=1) 81.6 88.5 
ST-GCN(K=2) 80.3 87.7 
ST-GCN(K=3) 81.2 88.2 
ST-GCN(K=4) 82.4 89.1 
ST-GCN(K=5) 83.8 91.5 
ST-GCN(K=6) 83.2 91.1 
ST-GCN(K=7) 82.6 90.5 
ST-GCN(K=8) 82.1 90.2 

 
Table 2. Openpose validity verification 
Method X-Sub (%) X-View (%) 

ST-GCN(K=5) 83.8 91.5 
ST-GCN(K=5)+OpenPose 84.5 92.0 
 

According to the experimental results in Table 
2, the accuracy of X-Sub and X-View is improved 
by 0.7% and 0.5% respectively after adding the 
OpenPose module on the basis of the ST-GCN 
model, which shows that the OpenPose module is 
effective. 

 
 

4  Conclusion 
As an important traditional art component of the 
Chinese nation, the Dan opera is an important 
cultural and intangible asset of Chinese civilization, 
[14]. However, in the modern social environment, 
Dan opera has gradually lost people's love and 
attention, and the inheritance is facing challenges. 
This paper explores how to inject new vitality into 
the development of Dan opera from a technological 
perspective. It is found that the integration of 
modern information technology, such as virtual 
reality and other advanced means, with the 
performing art of traditional Dan opera can achieve 
diversified artistic presentations and revitalize the 
Dan opera, a long-standing opera culture. The action 
modeling of Dan opera performance is standardized, 
which brings considerable challenges to computer 
recognition technology. Aiming at Jiangsu Dan 
opera, a typical traditional Chinese opera, this paper 
proposes a character action recognition algorithm 
ST-GCN+OpenPose based on deep learning. The 
algorithm makes full use of the advantages of deep 
learning in visual feature learning and temporal 
modeling, and can accurately capture the complex 
visual features of opera actions and achieve high 
recognition accuracy on large-scale datasets. This 
provides strong technical support for automated 
analysis and understanding of opera performances. 
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It is conducive to the inheritance and protection of 
Jiangsu Danju, an intangible cultural heritage. By 
accurately identifying and recording the movements 
of the characters in the Danju opera, the classic 
performance movements can be digitally saved, 
providing rich information for future generations to 
study and study the Danju opera. At the same time, 
it is also conducive to the dissemination and 
promotion of Dan opera, so that more people can 
understand and understand this local opera, and 
stimulate people's interest and love for traditional 
culture. 

Considering the problems of costume occlusion, 
complex movements, and unique style in Danju 
performance, the depth learning model will be 
improved in the future. For example, using the 
method of expanding convolution partition, the joint 
coordinate vector of the joint sequence in the graph 
structure is used as the network input, different 
subsets of the convolution integration area are 
divided, and the convolution operation with 
different parameters is performed for each subset, so 
that the feature information of the joints involved or 
possibly involved in the role action in the drama 
video can be extracted, and the accuracy of the 
action recognition of the characters in the Danju 
opera is improved. 
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APPENDIX 
 
 

 
Fig. 1: ST-GCN Process 

 
 

 
Fig. 3: OpenPose network structure 
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